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We present results indicating mass loading induced plasma matrix effects on the application of

quantitative laser-induced breakdown spectroscopy (LIBS) for estimation of carbon contents in

aerosols. An in-house flow-controlled powder-dispersion system generated carbonaceous aerosols

with varying bi-modal particle size distributions (B1 mm and 10 mm median diameters), thereby

resulting in a wide mass loading range. For ease of chemical handling and to eliminate toxic

effects, common talcum powder was used as our standard aerosol. Normalized atomic species

concentrations of C, i.e., [C]/[Si] ratios, were calculated from atomic emission lines of C I

(248 nm), Si I (252 nm), and plasma temperatures estimated from a series of Mg I lines. The

results show a decrease in [C]/[Si] ratio to about 65% of the initial value as relative mass loadings

increased (5.5–100%) due to the increase in number concentrations of larger sized particles

(B10 mm median diameter). As a comparison, normalized ratio of [Mg]/[Si] did not exhibit any

marked change with increased mass loading. The normalized total absorption of photon flux

across the C I (248 nm) spectral line indicated a strong correlation to the percentage decrease in

[C]/[Si] ratio. We used an impactor with a cut-off size of around 10 mm diameter to generate

mono-modal aerosolized powders (B1 mm median diameter) that had lower relative mass

loadings (0.32–0.16%). Similar LIBS analysis on these did not indicate any of the matrix effects.

We conclude that for aerosol systems with widely varying mass loadings, quantitative LIBS

analysis can be significantly affected by plasma matrix effects, specifically for the C I (248 nm)

emission line as noticed in this study. This bears significance for the application of quantitative

LIBS in the chemical characterization of all forms of carbonaceous aerosols.

Introduction

Laser induced breakdown spectroscopy (LIBS) involves the

collection and processing of the spectral signature resulting

from a high-irradiance pulsed laser tightly focused to generate

a micro-plasma containing an analyte.1 The generic nature of

the breakdown has been actively pursued as a robust and

conceptually simple method for the elemental characterization

of gases, solids, liquids and aerosols. A large volume of

literature is available on the various applications of LIBS,

beginning with the breakdown of air,2–4 to the physics of LIBS

for characterizing the nature of the breakdown process itself.5

More specifically, recent works have extensively studied the

LIBS breakdown processes at various levels of energy absorp-

tion and the related spatial and temporal profiles of the laser-

induced plasma in air.6 Such work clearly demonstrates the

relatively small, inhomogeneous and fast changing shape and

dynamics of the plasma plume characteristics. In a more recent

comprehensive text-book on LIBS, Lee et al.7 cover detailed

discussions regarding the theory and instrumentation of LIBS,

the related fundamental plasma physics and its wide range of

applications.

With the advent of advanced optics, high technology lasers

and efficient instrumentation, LIBS has increasingly found

applications for aerosol analysis and characterization since

the pioneering works by Radziemski et al.8 and Essien et al.,9

and later by Hahn and Lunden.10 Hahn21 had carried out one

of the earliest works on the application of LIBS for sizing and

elemental analysis of discrete aerosols using a known mass

concentration as the calibration scheme. One of the key areas

of interest in LIBS analysis of aerosols is focused on the

dynamics of plasma–particle interactions in the laser-induced

plasma plume.22 A substantial amount of work in recent years

has delved into details of the importance of particle location

within the plasma volume and the effects of focal volume on

single-particle analysis using LIBS.23,24

A vast amount of literature has reported the use of LIBS for

chemical composition analysis in diverse areas like ambient

aerosol monitoring,11,12 trace metals13,14 and toxic emis-

sion15–17 detections, characterization of bio-aerosols18,19 and
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pharmaceutical drugs.20 Owing to the ubiquitous nature of

carbon in atmospheric and biological particulate matters,

most of these applications involve carbonaceous aerosols in

various forms and hence calls for carbon detection. Added to

this, there is an increasing interest in the analytical community

in detecting biohazardous particulate materials25 and carbo-

naceous nanoparticles26 that are not environmentally benign

and have adverse health effects.27,28 Thus, we have been largely

interested in investigating the ability of LIBS for quantitative

analysis of carbon content in aerosols.

In recent times, there have been efforts made to use mass

spectrometry29,30 and Raman spectroscopy31 for the detection

and analysis of various carbon containing particles. Both of

these studies had used some form of particle collection on

filters that were used for subsequent analysis. Also, thermo-

gravimetric analysis coupled with FT-IR studies have been

carried out32 to facilitate the carbon analysis of aerosols, but

the method required complicated sample and external stan-

dards preparation. Thus, there has been a growing interest in

LIBS as an analytical tool due to its easy on-field deployment

with minimal sample preparation requirement, thereby mak-

ing it suitable for on-line real-time analysis. Added to this, a

more recent study on the oxidation of aluminium nanoparti-

cles33 had established the feasibility of LIBS for quantitative

characterization via internal calibration standards.

And yet, except for few papers using LIBS for determining

carbon contents in steel,34 soil analyses,35 or in corrosive gas

mixtures,36 there have been minimal studies involving LIBS

for real-time quantitative characterization of carbonaceous

aerosols. Quantitative detection of carbon concentration in

fly-ash/pulverized coal37 and single shot analysis of micro-

metre sized carbonaceous particles38 have been among the few

showing the application of LIBS for carbon detection in

aerosolized powders. Of these, the latter38 had discussed a

particle size dependent phenomenon causing underestimation

of the LIBS signal from glucose particles of diameters greater

than 5 mm. Carranza et al.39 had suggested an upper particle

size limit of 2.1 mm for effective LIBS application in the

quantitative analysis of individual aerosol particles. Both of

these works suggest incomplete vaporization as the likely

cause for such phenomena. In this context, there have also

been other efforts that hypothesized an analyte phase depen-

dent dissociation of carbon bearing species in the LIBS plasma

plume.40 They proposed hypothetical models that suggest a

cut-off size of around 1 mm for solid phase aerosols to exist

within the plasma volume, whereas nano-scaled analyte spe-

cies in gas-phase get depleted from the plume due to outward

plasma expansion. While such explanations provide a critical

insight into LIBS signal variations for carbon bearing species,

they still remain at the hypothetical level and require further

validation through extensive experimental work, as suggested

by the authors themselves. Also, none of these works clearly

elucidate the role of any mass loading related plasma matrix

effects in affecting the results for quantitative LIBS analysis of

polydisperse carbonaceous aerosols.

Inspired by a recent study indicating mass loading induced

matrix effects in laser-ablation ICP-MS,41 and based on a

methodology developed for quantitative LIBS,33 we investi-

gate similar effects in LIBS when applied to the estimation of

carbon concentrations in aerosols from the C I (248 nm)

emission line normalized by an internal standard such as

silicon, i.e., the [C]/[Si] ratio. We used common talcum powder

as the aerosol sample due to its chemical stability and non-

toxic effects. The powders exhibited a bimodal distribution

(median diameters of around 1 and 10 mm) with largely

varying number counts and hence mass loadings that could

be controlled via the flow rate of an in-house built powder-

dispersion system. Different particle size distributions (both

bi-modal and uni-modal) with varying mass loadings were

used in the present study to demonstrate the matrix effects.

Our aim was also to see if such mass loading induced matrix

effects could also be related to a self-absorption phenomenon

specific to the C I (248 nm) transition line. To make the case

strong, we looked into the relative impacts of these effects on

species like magnesium and silicon also present in the powder,

which made the use of talcum powder advantageous to our

present study. For all experiments performed, air was used as

the background gas, for the sake of uniformity and also since

most industrial and atmospheric applications involve air as the

carrier gas. All data were collected at optimal gate delays for

specific emission lines of the species of interest.

Experimental set-up

The LIBS experimental system is illustrated in the schematic in

Fig. 1. A laser-induced plasma is created with a Q-switched

Nd:YAG laser (l = 1064 nm, New Wave Research, Model

Tempest-10) of 10 Hz repetition rate, operated at an energy of

200 mJ per pulse and with a pulse width of 4 ns. The beam is

focused with a 25 mm focal length fused silica plano-convex

lens (diameter = 25 mm) to provide an estimated fluence of

B1–1.5 � 1013 W m�2 at the focal point. The subsequent

breakdown at the focal point creates a micro-plasma of 1–2 �
10�9 m3 volume within which the excitation temperatures

might reach up to 10 000–15 000 K. The aerosol flow exits a

Fig. 1 Schematics for LIBS experimental set-up.
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0.0635 cm tapered nozzle positioned approximately 1 mm

right above the plasma breakdown point at the center of the

six-arm reactor cell.

The plasma fluorescence was collected in the direction of 451

angle to the incoming focused laser beam, which was found to

obtain the maximum signal intensity from the plasma plume.

The light was collected and collimated by a 200 mm focal

length plano-convex lens and was re-focused with a 50 mm

focal length plano-convex lens to the tip of a fiber optic

collector coupled to the entrance slit of a 0.5 m 1200 grooves

mm�1 grating Czerny–Turner spectrometer (Acton Research

Corp., Model SpectraPro 500i). The slit width for all experi-

mental runs was kept at around 70 mm for optimal signal

intensity and spectral line widths. The dispersed spectra are

recorded at the exit focal plane of the spectrometer with a

time-gated intensified charge-coupled device (ICCD) detector

array (1024 � 1024 CCD) with an effective linear dispersion of

approximately 0.014 nm per pixel (Andor Technology, Model

DH534-18U-03). The time gating was synchronized with the

laser Q-switch and controlled via a digital timing generator

(Stanford Research Systems, Model DG535). The spectro-

graph was calibrated using a standard Hg vapor lamp (Ocean

Optics Inc., Model HG-1) with the Hg emission lines spread

over a wide range of wavelengths between 250–800 nm.

The aerosol flow set-up consisted of an in-house built dry

powder dispersion system, as shown in Fig. 2. A simple single

stage ejector pump created a suction vacuum level of around

4–4.7 kPa with the aid of a high positive air pressure line of

40 kPa that sucked in the powder from the tube and delivered

it at atmospheric pressure into the reactor cell. A low air flow

rate of around 3–5 l min�1 was used to agitate and help deliver

the powder via the vacuum suction line into the center of the

six-arm reactor cell, where the aerosols encounter the laser

beam and undergo breakdown. The entire powder-dispersion

system is placed in a shaker which prevents the powder from

settling down at the bottom of the tube. The agitator flow

meter was used to vary the delivery flow rate of the powder in

air via the suction line marked as Qs (l min�1 of air) in Fig. 2,

which in turn regulated the mass concentrations for the

powder delivered into the reactor cell. All mass concentrations

were calculated from the particle size distributions data col-

lected for the 4 different flow rates by using an in-line aero-

dynamic particle sizer (APS) (TSI, Model 3320).

For the present experiment, we used 4 different delivery flow

rates of Qs = 3.5, 4.2, 4.6 and 5.6 l min�1 of air to vary the

mass concentrations of powder delivered within a range such

that it covered a wide range while allowing a uniform and

stable delivery rate for a long enough time to allow sufficient

spectral data collection. Beyond a 5.6 l min�1 delivery flow

rate, the system was found to become unstable and the

delivery rate was irregular. Typically for a powder mass of

4–5 g, we could run the experiments with uniform powder

delivery for about 4–5 min, which was sufficient for all our

data collection.

For full mass loading cases, powders with complete poly-

disperse size distributions as generated by the delivery system

were fed into the probe volume, shown as line A in Fig. 2. For

lower mass loading studies, the powder delivered by the

dispersion system was passed through an in-line impactor with

cut-off size of around 10 mm at 3 l min�1 of air flow before

being delivered into the probe volume. This has been indicated

in Fig. 2 as line B. The details for the particle size distribution

and mass loading in each of these cases will be discussed in the

results and discussion section.

Results and discussion

Aerosol characterization

First, we characterized the powders delivered for LIBS analy-

sis by looking at the particle size distributions (PSD) for our

aerosol set-up as described earlier. Data were collected for the

4 different delivery flow rates (Qs = 3.5, 4.2, 4.6 and 5.6

l min�1 of air) using the APS with a dilution ratio of 1:100 to

avoid instrument saturation due to high particle count. For

aerosols collected via line A in Fig. 2, the typical particle size

distributions, as indicated in Fig. 3(a), were found to exhibit

an increasingly bimodal distribution with an increase in

delivery flow rate, Qs. At the lower flow rate of 3.5 l min�1

of air, the distribution indicated mainly a median aerodynamic

diameter (Dp) of around 1 mm, but as the flow rate increased

beyond 4.2 l min�1 there was a significant secondary median

diameter of around 10 mm, which also contributed largely to

the effective mass loading. The mass concentrations as calcu-

lated from the distribution shown in Fig. 3(a) were found to

range between 3.19–57.85 mg mL�1 of air (approximate mass

density of talc42 taken as 2.7 g mL�1).

We also collected particles via line B (Fig. 2) after passing

them through an impactor, as described above. In this case, we

eliminated the 10 mm diameter peak in the distribution which

also contributes the most to aerosol mass loading. As can be

seen in Fig. 3(b), the aerosols delivered now showed a uni-

modal distribution with peak median diameter of 1 mm for the

4 different flow rates mentioned above. Also, particle number

concentrations for all cases showed a noticeable decrease in

Fig. 3(b), which is attributed to particle loss in the impactor.Fig. 2 Schematic for aerosol line set-up.
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However, this has little impact on our studies since our interest

is to reduce the mass loading itself. Although one could dilute

the aerosol stream also to achieve this, it is impractical in our

system to require an enormous volume of air flow to signifi-

cantly reduce the mass loading contribution from the 10 mm
diameter peak. Hence, for the ease of experimental set-up we

chose to reduce the mass loading by removal off the 10 mm
diameter peak contributing the most to mass loading in the

particle distribution using the impactor technique. The corre-

sponding mass concentrations were found to range between

0.094 and 0.183 mg mL�1 of air. All values for the mass

concentrations corresponding to the distributions shown in

Fig. 3 (a) and (b) and calculated for different flow rates are

listed in Table 1. The respective statistical uncertainties are

also indicated. The wide range of aerosol mass loading from

the lower end of 0.094 mg mL�1 (flow rate of 3.5 l min�1) to the

extreme high loading of 57.85 mg mL�1 (at a flow rate of 5.6

l min�1) can possibly be observed only in certain industrial/

chemical processes generating slurries or powdered drugs and

in combustion generated emissions. Our motivation here is

simply to probe the limitations of LIBS in the extremely high

aerosol loading studies involved in on-line monitoring of

industrial processes, such as the manufacturing of drug

powders.

Validation of quantitative LIBS methodology

On obtaining the particle size distributions, our goal was to

look at the effect of mass loadings on subsequent quantitative

chemical composition analysis using LIBS. Apart from var-

ious forms of carbonaceous materials like sodium bicarbonate,

NaHCO3, polysaccharides, etc., one of the main chemical

constituents of talcum powder is talc or magnesium silicate,30

Mg3Si4O10(OH)2. Thus, for validation of the LIBS methodo-

logy for quantitative analysis, we first estimated the known

stoichiometry of [Si]/[Mg] as 1.33 from spectral analysis. For

this, the neutral emission lines of Mg I (285.2 nm) and Si I

(288.2 nm) were chosen based on their persistently strong

emission signals over a wide gate delay range and their

presence in a single spectral window for the spectrometer

grating used. Atomic data information for these spectral lines

is shown in Table 2. The temporal evolution of the S/N ratio

of the Mg I and Si I emission lines collected over a delay range

of 1–30 ms, shown in Fig. 4, indicated an optimal gate delay of

10 ms with a width of 20 ms. All spectral data were accumulated

over 100 shots averaged for 10 different runs.

Based on recent work,33 we used abundant species in the

plasma as internal calibration standards for all quantitative

estimations of atomic species concentrations calculated from

the collected emission intensities (Iem) via the Maxwell–

Boltzmann relationship:7

Iem ¼ AkihnkiNi
gk

gi
exp � DEki

kBTexc

� �
ð1Þ

where Aki is Einstein’s transition probability for the given

transitions, nki is the frequency of the transition, gk and gi are

the respective statistical weights for upper state k and lower

state i, DEki is the energy difference in Joules between the k and

i states, and h and kB are Planck’s and Boltzmann’s constants,

respectively. Texc stands for the respective plasma excitation

temperature at given gate delays and Ni is the number density

of each species at its lower state at a given time. We refer to the

number densities asNMg I
i andNSi I

i for magnesium and silicon,

respectively. We use S/N ratio as effective emission intensity,

Iem, for all species transition lines to account for any fluctua-

tions in the background continuum over different spectral

windows. Here, signal refers to the peak intensity of the

wavelength of interest and noise is estimated from the RMS

Fig. 3 Particle size distribution plotting dN/d(logDp) versus mean

aerodynamic diameter (Dp, mm) at different delivery flow rates for: (a)

aerosols delivered via line A without any size cut-off; and (b) aerosols

delivered via line B after size cut-off using impactor.

Table 1 Aerosol mass concentrations along with experimental un-
certainties at different flow rates, Qs (l min�1 of air) for the two
different particle size distributions indicated in Fig. 3 (a) and (b)
collected with (line A) and without (line B) the impactor, respectively

Line A (Fig. 3(a)) Line B (Fig. 3(b))
Aerosol flow
rate Qs/l min�1

Mass concentrations/
mg cc�1

Mass concentrations/
mg cc�1

3.5 3.191 � 0.841 0.094 � 0.031
4.2 17.819 � 1.890 0.126 � 0.036
4.6 29.629 � 4.392 0.142 � 0.038
5.6 57.850 � 7.349 0.183 � 0.057

Table 2 Mg I and Si I transition lines and their spectral databases45

used for quantitative estimation of [Si]/[Mg] ratios from spectral
analysis

Species Wavelength/nm Aki/s
�1 gk gi Ek/eV Ei/eV

Mg I 285.213 4.91E + 08 3 1 4.345 802 6 0
Si I 288.158 1.89E + 08 3 5 5.082 345 6 0.780 957 8
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value over 40 pixels on a part of the baseline which did not

indicate too much fluctuation. Also, plasma excitation tem-

peratures are estimated from the slope (�1/Texc) of the linear

fit to the Boltzmann plot of ln(Iemlki/gkAki) versus normalized

upper state energies (Ek/kB) for a series of strong emission

lines with well-spread energy levels.43 The above relations hold

true under the assumption of local thermodynamic equili-

brium (LTE), which is valid for all spectral data collected at

gate delays far beyond 1 ms where the plasma has higher

probability of collisions than spontaneous radiations.8,44

With Mg and Si being the most abundant species in the

plasma, a series of Mg I and Si I transition lines45 were

collected at the optimal gate delay setting, as indicated in

Table 3, for the calculation of plasma temperatures and as

internal calibration standards. The choice of these lines was

based on their high relative strengths, transition probabilities

and their wavelengths being spread over a wide range of

energy levels. Of these, the Mg I transition lines, being most

stable at all gate delay ranges, were used for all plasma

temperature calculations, whereas all the Mg I and Si I lines

were used as the internal calibration standards.

The internal calibration technique33 nullifies the artifacts

arising due to optical/experimental set-up or time-specific

plasma characteristics that affect the Mg I (285.2 nm) and

Si I (288.2 nm) emission lines. For each of the 4 different aerosol

flow rates (Qs, l min�1) the relative species concentrations of

NMg I
i and NSi I

i , calculated from eqn (1), are normalized by

respective population densities of magnesium and silicon for

the series of Mg I and Si I transition lines listed in Table 3. In

each case, all population densities were estimated as discussed

above at the delay time of 10 ms for an identical experimental

set-up. Finally, with this normalization procedure we get the

estimated quantitative stoichiometric ratio of [Si]/[Mg] as:

½Si�
½Mg� ¼

½NSi Ið288:2 nmÞ
i =NSi I

i �
½NMg Ið285:2 nmÞ

i =NMg I
i �

at delay ¼ 10 ms ð2Þ

Fig. 5 indicates typical Si I (288.2 nm) and Mg I (285.2 nm)

emission lines collected at a delay of 10 ms and width of 20 ms

for the Qs = 4.2 l min�1 case. The corresponding plasma

excitation temperature was estimated to be Texc = 5686 �
516 K from the linear Boltzmann plot shown in Fig. 5 (inset)

for the Mg I lines listed in Table 3. Using the calibration

methodology described above, the quantitative estimation

of [Si]/[Mg] for this case was found to be 1.31 � 0.17, which

was in good agreement with expected value of 1.33. Similar

LIBS spectral analysis was carried out with the Si I (288.2 nm)

and Mg I (285.2 nm) lines collected for all the other flow

rates (Fig. 6).

Finally, for ease of comparison between different flow rate

cases and hence mass loadings, Fig. 7 shows the [Si]/[Mg]

ratios normalized to the maximum ideal stoichiometric value

of 1.333 for different flow rate cases plotted as a function of

relative mass loading (%). All relative mass loadings (%) in

Fig. 4 Signal/noise ratio as a function of gate delay times ranging

over 1–30 ms for Mg I (285.2 nm) and Si I (288.2 nm) lines indicates an

optimal gate delay of 10 ms and width of 20 ms.

Table 3 Spectral database of Mg I and Si I transition lines45 used for
plasma temperature calculations and internal calibration techniques

Species
Wavelength/
nm Aki/s

�1 gk gi Ek/eV Ei/eV

Mg I 309.298 3.74E + 07 5 3 6.718 987 7 2.711 591 8
Mg I 309.689 4.96E + 07 7 5 6.718 983 0 2.716 639 7
Mg I 382.936 8.99E + 07 3 1 5.945 917 0 2.709 104 8
Mg I 383.230 1.21E + 08 5 3 5.945 913 2 2.711 591 8
Mg I 383.829 1.61E + 08 7 5 5.945 915 4 2.716 639 7
Mg I 516.732 1.13E + 07 3 1 5.107 826 7 2.709 104 8
Mg I 517.268 3.37E + 07 3 3 5.107 826 7 2.711 591 8
Mg I 518.360 5.61E + 07 3 5 5.107 826 7 2.716 639 7
Si I 250.690 4.66E + 07 5 3 4.953 794 9 0.009 561 0
Si I 251.432 6.10E + 07 3 1 4.929 646 8 0.000 000 0
Si I 251.611 1.21E + 08 5 5 4.953 794 9 0.027 667 9
Si I 251.920 4.56E + 07 3 3 4.929 646 8 0.009 561 0
Si I 252.411 1.81E + 08 1 3 4.920 084 8 0.009 561 0
Si I 252.851 7.70E + 07 3 5 4.929 646 8 0.027 667 9
Si I 570.111 3.70E + 06 1 3 7.103 783 4 4.929 646 8
Si I 577.214 3.60E + 06 1 3 7.229 723 8 5.082 345 6

Fig. 5 Representative atomic transition line of Mg I (285.2 nm) and

Si I (288.2 nm) collected at a delay time = 10 ms and gate width =

20 ms for the case of an aerosol flow rate of 4.2 l min�1. Inset shows

the corresponding linear Boltzmann plot (regression coefficient of

R2 B0.953) for 8 Mg I transition lines (listed in Table 3) used for the

calculation of Texc = �1/slope = 5686 � 516 K at delay time = 10 ms.
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this work refer to the mass loading at any particular flow rate

normalized to the maximum mass loading generated at

Qs = 5.6 l min�1 for the bi-modal aerosol distribution case

(Fig. 3(a)). The error bars indicate the statistical uncertainty at

95% confidence interval. The plot indicates that for varying

relative mass loadings, the normalized [Si]/[Mg] ratios of the

analyte shows good agreement, within the error limits, with

the expected value of 1 (for ideal stoichiometry) indicated in

Fig. 7 by the broken line.

Carbon analysis

In this section we further extended the studies to elucidate the

effect of aerosol mass loadings on the quantitative LIBS

analysis of carbon signals for the given aerosol system. We

assume that carbonaceous materials in the talcum powder are

uniformly distributed across the particle size distribution.

Such an assumption holds good since the particles are mostly

in the size range greater than 1 mm and the powder does not

contain any semi-volatile organic compound.46 We chose a

strong and commonly observed neutral emission line of C I

(247.8 nm).38,45 Based on the temporal variations of C I (247.8

nm) emissions over a gate delay range of 700 ns–20 ms, as
shown in Fig. 7, a gate delay of 3.5 ms and width of 10 ms was
chosen as the optimal setting for all data collected. For

statistical accuracy, all C I data were averaged over 10

different runs of 100 shots each.

The methodology for all quantitative analysis remained the

same as described in our earlier section on validation with the

Mg–Si studies. Relative species concentrations were calculated

from the Maxwell–Boltzmann distribution (eqn (1)) as dis-

cussed earlier and plasma excitation temperatures were deter-

mined from linear Boltzmann plots of the Mg I lines collected

over 100 shots and listed in Table 3. The only variation was

that in the case of LIBS analysis involving the lower aerosol

mass loadings generated via the impactor (line B in Fig. 2),

signal intensities for a few Mg I lines used for the Boltzmann plot

had reduced significantly. Hence, 6–7 of the strongest Mg I lines

giving the best linear fit were selected for the Boltzmann plot.

The spectral window with central wavelength of 248 nm

shared six strong Si I neutral emission lines along with the

C I (247.8 nm) line at the delay of 3.5 ms. Of these the Si I

(251.6 nm) line, being persistently strong, was used as the

internal calibration standard to normalize the relative species

concentrations of C I (NCi
i ). The details for the spectral data of

C I (247.8 nm) and Si I (251.6 nm)45 lines can be found in

Table 4. Our goal here was to investigate the variation in the

normalized species concentration of carbon, i.e.,NC I (247.8 nm)
i /

NSi I (251.6 nm)
i as a function of different powder delivery flow

rates and aerosol mass loadings.

At first, we carried out the LIBS analysis on polydisperse

aerosols that exhibit the bi-modal distribution as shown in Fig.

3(a) and generate via the set-up described as line A (indicated

in Fig. 2). Typical averaged spectral signatures for C I (247.8

nm) and Si I (251.6 nm) transition lines collected at a delay of

3.5 ms for 4 different flow rates (Qs = 3.5, 4.2, 4.6 and 5.6

l min�1) are shown in Fig. 8(a). The corresponding linear

Boltzmann plots are also shown in Fig. 8(b). The linear fits in

Fig. 8(b) indicate good regression coefficients (R2

B0.90–0.97). The plasma temperatures (Texc) and their un-

certainties estimated from these linear fits are also indicated in

Fig. 8(b). Their values show a sharp drop-off from around

7181 � 995 K and 7347 � 745 K at 3.5 and 4.2 l min�1,

respectively, to about 4362 � 617 K and 4754 � 409 K at 4.6

and 5.6 l min�1, respectively. We also notice that although Fig.

8(a) shows an expected sharp rise in signal intensities beyond

the 4.2 l min�1 case due to higher mass loadings, the Si I

(251.6 nm) line intensity exhibits a much enhanced increase

beyond the 4.2 l min�1 case as compared with the correspond-

ing increase for the C I (247.8 nm) line. Such a lowering of

plasma temperature itself can induce plasma matrix effects

that can significantly affect the C I signal as compared with the

Si I signal, especially due to the much higher upper energy

states of C I (247.8 nm) (refer to Table 4).

In order to further analyze this phenomenon and its possible

relation to plasma characteristics, we estimated the equivalent

widths from net emitted photon flux from the plasma plume

Fig. 6 Variation of [Si]/[Mg] ratio normalized to the maximum ideal

ratio of [Si]/[Mg] B1.33 as a function of relative mass loadings (mass

concentrations for different aerosol flow rates normalized by the

maximum value at Qs = 5.6 l min�1 case expressed in %). The broken

line represents the standard expected value of normalized [Si]/[Mg]

B1. Error bars indicate uncertainty at 95% confidence interval.

Fig. 7 Signal/noise ratio as a function of gate delay times ranging

over 700 ns–21 ms for C I (247.8 nm) line, indicating optimal gate delay

of 3.5 ms at a width of 10 ms.
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that got absorbed across the wavelength of interest, i.e., C I

(247.8 nm) for the different aerosol mass loading cases. For

this, we used the LIBS signals of C I (247.8 nm) and Si I (251.6

nm) lines obtained for Qs = 3.5 l min�1 as our standard case,

relative to which all intensity absorptions were measured. For

a given analyte, species concentration ratios at any flow rate,

say x l min�1, should remain the same as they were for the

3.5 l min�1 case, i.e., [NC(x)/NSi(x)] B [NC(3.5)/NSi(3.5)]. Thus,

theoretically, the emission intensity ratio between C I and Si I

at any flow rate case, i.e., IC(x)/ISi(x), is related to the one at the

3.5 l min�1 case through the plasma temperature corrections in

the Maxwell–Boltzmann relation (eqn (1)) given as:

ICðxÞ
ISiðxÞ

¼
ICð3:5Þ
ISið3:5Þ

exp
ðDESi � DECÞ

kB

1

Tx
� 1

T3:5

� �� �
ð3Þ

where DESi, DEC are the energy level gaps for Si I (251.6 nm)

and C I (247.8 nm) lines and Tx, T3.5 are the plasma excitation

temperatures at any x l min�1 and 3.5 l min�1 flow rate cases.

Eqn (3) gives us the expected emission intensity of C I at any x

l min�1 flow rate, i.e., IBC(x) relative to the corresponding Si I

intensity, ISi(x) expressed as a function of emission intensity

ratio at 3.5 l min�1 case, [IC(3.5)/ISi(3.5)] such that the unifor-

mity of species concentration ratio is maintained, i.e., [NC(x)/

NSi(x)] B [NC(3.5)/NSi(3.5)]. This is also valid in the light of our

interest in relative concentrations of C I with respect to that

for Si I, i.e., [C]/[Si] ratios. Knowing the expected C I emission

intensity, IBC(x) at any flow rate the collected emission signals

across the C I (247.8 nm) line (between 247.6 and 248.4 nm)

were corrected for it.

Finally, the difference in photon flux emitted from the

plume but absorbed across the wavelengths was calculated

by subtracting the expected intensity from the observed values

for wavelengths between 247.6 and 248.4 nm. This generated

the absorption spectral data for all the flow rate cases relative

to the spectral profile for the Qs = 3.5 l min�1 case used as our

standard case. The equivalent width for the plasma is esti-

mated by integrating this net photon flux or intensity absorbed

across the wavelength of interest for each of the cases and

normalizing them to the incident flux density I0 and given as:47

WlðnmÞ ¼
1

I0

Z
line

½I0 � IðlÞ� dl ð4Þ

where I0 is taken as the constant value over 30 pixels at the

baseline of the absorption spectra.

We used all the spectral data collected to investigate

the effect of the above-mentioned observations on the

quantitative analysis of carbon for aerosol distributions in

Fig. 3(a). Based on the methodology described earlier and the

LIBS data collected, the species concentrations NCi
i and

NSi I
i and, finally, the relative concentrations of carbon, i.e.,

NC I (247.8 nm)
i /NSi I (251.6 nm)

i denoted as the [C]/[Si] ratio, were

calculated by using eqn. 1. For the sake of comparison to a

base case, all [C]/[Si] ratios obtained for different flow rates

were normalized by its maximum value at Qs = 3.5 l min�1.

Fig. 9(a) shows the plot of this normalized [C]/[Si] ratio as a

function of the relative mass loadings for different flow rates.

It is clearly observed that the normalized [C]/[Si] ratio drops

off drastically beyond the 30% mass loading corresponding to

the 4.2 l min�1 case, thereby indicating an underestimation of

carbon contents for higher aerosol mass loadings as compared

with the values estimated at the base case of Qs = 3.5 l min�1.

In Fig. 9(a), we also plotted the ‘‘total absorption’’ usually

given as 2p times the equivalent width, Wl (nm)47 calculated

from eqn (4) and normalized by the central wavelength of

247.8 nm as a function of relative mass loadings (%). As can

be seen from this figure, clearly there was a strong correlation

between the reduction in the normalized [C]/[Si] ratio and the

corresponding increase in the equivalent width expressed as

the normalized total absorption for the C I (247.8 nm)

transition line. Thus, we observe a phenomenon driven by

mass loading induced plasma matrix effects that results in a

strong self-absorption specific to the C I (247.8 nm) transition

line, since the phenomenon of self-absorption of C I emissions

Table 4 C I and Si I transition lines and their spectral databases45

used for quantitative estimation of [C]/[Si] ratios from LIBS spectral
analysis

Species Wavelength/nm Aki/s
�1 gk gi Ek/eV Ei/eV

C I 247.856 3.40E + 07 3 1 7.684 766 0 2.684 011 0
Si I 251.611 1.21E + 08 5 5 4.953 794 9 0.027 667 9

Fig. 8 (a) Typical averaged LIBS spectra of C I (247.8 nm) emission

lines at gate delay of 3.5 ms and width of 10 s collected for different

aerosol flow rates, Qs (l min�1). All spectra have the same scale and

have been shifted vertically for ease of visualization. (b) Correspond-

ing Boltzmann plots with linear fits (R2 B 0.897–0.971) generated

with Mg I lines for plasma excitation temperature calculations from

Texc = (�1/slope).
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by the carbon atoms themselves in the lower energy state due

to high analyte loading in the plasma is also strongly depen-

dent on the energy states and transition probability of the

emission line under consideration. This, in turn, implies a

change in the plasma emission characteristics for the C I

(27.8 nm) transition line that can severely affect the quantita-

tive estimation of carbon contents in aerosols.

To further support our argument that this phenomenon is

driven by aerosol mass loading induced plasma matrix effects,

we collected similar LIBS spectral data for C I (247.8 nm) and

Si I (251.6 nm) lines at 3.5 ms delay for the uni-modal aerosol

distributions shown earlier in Fig. 3(b) and generated via line B

in Fig. 2. The relative mass loadings in the range of

0.32–0.16% in this case were much lower as compared with

the earlier case study. Similar LIBS analyses for quantitative

estimation of [C]/[Si] ratios were carried out from the emission

lines of C I, Si I and plasma temperatures, as in the earlier

case. As discussed earlier, due to the much lowered aerosol

mass loadings the signal intensities of some Mg I lines were

considerably reduced. Hence, in this case we used 6 of the

strongest emission lines to create the Boltzmann plots, which

gave good linear fits within error limits.

Also, similarly to the earlier analysis, we again calculated

the equivalent width for the plasma, in this case in the form of

total absorption (2pWl) normalized by 247.8 nm. Both the

normalized [C]/[Si] ratios and the normalized total absorptions

(2pWl) were plotted as a function of relative mass loadings

(%) in Fig. 9(b). As can be seen from Fig. 9(b) and when

compared with the plot in Fig. 9(a), within the error limits the

normalized values for [C]/[Si] ratios and total absorptions did

not exhibit any noticeable deviation from their respective

values at the standard base case of Qs = 3.5 l min�1 study.

All error bars in both Fig. 9 (a) and (b) were estimated from

uncertainty analysis at the 95% confidence interval based on

error propagation of statistical fluctuations on experimental

parameters like the emission intensity, Iem, and plasma excita-

tion temperatures, Texc. Here we would like to specifically

point out that the uncertainty for the plasma temperature

DTexc has an expression of the form (DTexc/Texc)[DEc � DESi)/

kBTexc] that contributes the most to the total uncertainty in

number density measurements through the error propagation.

Because of this, the uncertainty in number density measurement

can go up to 50–100%, which should be taken into considera-

tion while interpreting the error bars in Fig. 9 (a) and (b).

Such non-linear reductions in the LIBS signal from aerosols

have been earlier reported and attributed to an upper particle

size limit for incomplete vaporization of particles.38,39 While a

few earlier studies8,9 on the LIBS analysis of beryllium aero-

sols had suggested this particle size to be 10 mm, the latter

studies38,39 had 2.1 mm and 5 mm as the particle size limit for

such phenomena in the case of silica and carbonaceous

particles, respectively. Based on our observations here, we feel

that if these phenomena (Fig. 9 (a) and 9 (b)) were purely

driven by incomplete vaporization of particles, then this

should have uniformly affected all the species signals and

hence we should have seen them in our Si–Mg analysis too.

But this was not the case as was seen earlier. Secondly, the

particle vaporization process should not affect the estimation

of atomic species ratios like [Si]/[Mg] or [C]/[Si], since ir-

respective of the amount of material vaporized, the chemical

composition of the analyte remains unchanged.

We had considered the possibility of plasma recombination

processes causing the formation of molecular emission lines of

CN commonly found in carbonaceous systems. There have

been studies that reported such phenomena resulting in spec-

tral interferences leading to depression in carbon signals

during LIBS analysis of carbonaceous materials in air or

graphite.48,49 In our study here, CN emission lines (388.3 nm,

359 nm and 421.6 nm) were collected at two extreme flow rate

cases of 3.5 and 5.6 l min�1. However, we found that the

relative intensities (as in signal/noise ratio) of these signals

remained unchanged within the error limits.

These observations subsequently led us to explain the pre-

sent phenomena of underestimation of [C]/[Si] ratios from the

perspective of an aerosol mass loading induced matrix effect,

as was also observed recently for ICP-MS studies by Krosla-

kova and Gunther.41 We are also driven to believe that this

high mass loading induced matrix effect also manifests itself in

the form of strong self-absorption of the emissions for the C I

(247.8 nm) transition line by the high concentration of carbon

atoms present in the lower energy states. In this regard, we

would also like to draw attention to the upper energy states of

the different C I, Mg I and Si I lines used here. During the

review of this paper, we noticed that the upper energy level

for C I (247.8 nm) is around 7.685 eV, whereas those for Si

Fig. 9 Normalized [C]/[Si] ratios (closed circles) and total absorption

(open circles) expressed as 2pWl normalized to the wavelength of C I

(247.8 nm) for: (a) full bimodal particle distribution shown in Fig. 3(a);

and (b) monomodal particle distribution after size cut-off using

impactor as shown in Fig. 3(b).
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(288.2 nm), Si I (251.6 nm) and Mg I (285.2 nm) lines are only

4.953, 5.082 and 4.346 eV, respectively (refer to Tables 2 and 4

for the spectral details). The same holds true for all the other Si

I and Mg lines. Also, the transition probability of 3.40E + 07

s�1 for the C I (247.8 nm) line is almost an order of magnitude

lower than those for the Si (288.2 nm), Si I (251.6 nm) and Mg

I (285.2 nm) lines, namely, 1.89E+ 08, 1.21E+ 08, and 4.91E

+ 08 s�1, respectively. This has an impact on the self-absorp-

tion phenomenon since mostly the emitted photons are self-

absorbed by species atoms in the lower energy states and their

number concentrations, apart from the high analyte loading

itself, are also determined by the energy states and the transi-

tion probability of the particular line,44,47 i.e., C I (247.8 nm)

in this case under consideration. Thus, future interesting

LIBS work could be extended into analyzing plasma matrix

effects for atomic species with varying upper energy levels

and transition probabilities to verify the phenomenon

observed above.

Furthermore, earlier studies by Evans and Giglio50 on such

matrix effects in ICP-MS experiments also suggested that most

severe matrix effects are caused by high mass matrix elements

with low ionization potentials, while light elements with high

ionization potentials get most affected. This appears consistent

with our aerosol under study, since silicon and magnesium

happen to be the matrix elements with higher atomic weights

(28.086 amu for Si and 24.305 amu for Mg), as compared with

the lighter atomic mass of carbon (12.01 amu for C). On the

other hand, the ionization energy (IE) for carbon is relatively

high (1086.5 for the first IE number) when compared with the

ionization energies of silicon and magnesium, 786.5 kJ mol�1

and 737.7 kJ mol�1, respectively. This further strengthens our

suggested theory of strong aerosol mass loading induced

plasma matrix effects playing a significant role in changing

plasma dynamics for quantitative LIBS analysis, especially for

carbon signals.

Conclusion

We conclude that besides phenomena like incomplete particle

vaporization, aerosol mass loadings resulting from widely

varying polydisperse distributions can cause severe plasma

matrix effects affecting quantitative LIBS determination on

specific elements like carbon in this case. Added to this, we

also believe that such matrix effects can alter plasma dynamics,

resulting in absorption phenomena specific to wavelengths like

C I (247.8 nm). This in turn particularly has a serious impact

on the use of LIBS for quantitative analysis of carbonaceous

aerosols. The present study used a polydisperse aerosol system

with a bi-modal size distribution to study the effect of a widely

varying mass loading induced matrix effects on application of

quantitative LIBS, specifically for carbon analysis. This is an

area of interest in the LIBS community due to the various

complexities in carbon studies encountered in the past, includ-

ing its low detection limits and signal fluctuations. Thus, the

present study bears significance for applications of LIBS

towards real-time carbon analysis of aerosolized drugs, bio-

aerosols and/or other forms of carbonaceous aerosols.
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